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A B S T R A C T   

Effective water resources management in California relies substantially on real-time information of snow water 
equivalent (SWE) at basin scale and mountain ranges given that mountain snowpacks provide the primary water 
supply for the State. However, SWE estimation based solely on remote sensing, modeling, or ground observations 
does not meet contemporary operational requirements. In this context, this study develops a data-fusion 
framework that combines multi-source datasets including satellite-observed daily mean fractional snow- 
covered area (DMFSCA), snow pillow SWE measurements, physiographic data, and historical SWE patterns 
into a linear regression model (LRM) to improve SWE estimates in real-time. We test two LRMs: a baseline 
regression model (LRM-baseline) that uses physiographic data and historical SWE patterns as independent 
variables, and an FSCA-informed regression model (LRM-FSCA) that includes the DMFSCA from Moderate 
Resolution Imaging Spectroradiometer (MODIS) satellite imagery as an additional independent variable. By 
incorporating the satellite-observed DMFSCA, LRM-FSCA outperforms LRM-baseline with increased median R2 

from 0.54 to 0.60, and reduced median PBIAS of basin average SWE from 2.6% to 2.2% in the snow pillow SWE 
cross-validation. LRM-FSCA explains 87% of the variance in the snow course SWE measurements with 0.1% 
PBIAS, while LRM-baseline explains a lower 81% variance with 1.4% PBIAS, both of which show higher accuracy 
than SWE estimates from the two operational SWE datasets: the Snow Data Assimilation System (SNODAS, 73% 
and -2.4%, respectively) and Nationtional Water Model (NWM, 75% and -15.9%, respectively). Additionally, 
LRM-FSCA explains 85% of the median variance in the Airborne Snow Observatory SWE with -9.2% PBIAS, 
which is comparable to the LRM-baseline (86% and -11.3%, respectively) and considerably better than SNODAS 
(64% and 28.2%, respectively) and NWM (33% and -30.1%, respectively). This study shows a substantial model 
improvement by constraining the geographical and seasonal variation on snow-cover via satellite observation 
and highlights the values of using multi-source observations in real-time SWE estimation. The developed SWE 
estimation framework has crucial implications for effective water supply forecasting and management in Cali-
fornia, where climate extremes (e.g., droughts and floods) require particularly skillful monitoring practices.   

1. Introduction 

Seasonal snow covers over 30% of the Earth’s land surface and 
provides the water supply for approximately one-sixth of the global 
population (Dozier, 1989; Barnett et al., 2005). In the western United 
States, meltwater from seasonal snowpack contributes 50% to 80% of 

annual runoff (Stewart et al., 2004; Li et al., 2017). Snowmelt runoff 
recharges groundwater aquifers and surface water reservoirs, providing 
a vital water source for urban and agricultural areas (Barnett et al., 
2005; Mote et al., 2005; Bales et al., 2006). Mountain snowpack strongly 
influences the timing and magnitude of streamflow (Hamlet et al., 2005; 
Lundquist et al., 2015), and thus accurate real-time information of the 
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spatial variability of mountain snowpack is particularly important for 
effective water management and water supply forecasting (He et al., 
2016). One traditional method to forecast water supply in California 
relies on in-situ observations of snow water equivalent (SWE), including 
an automatic snow pillow network providing real-time SWE measure-
ments, and extensive manual snow courses taken at the beginning of 
each month during snow seasons (Pagano et al., 2004; He et al., 2016). 
However, these point-scale and transect-scale ground observations 
inadequately capture the spatial heterogeneity of snowpack distribution 
in mountainous terrain (Molotch and Bales, 2005; Bales et al., 2006). 
Recent studies indicate that spatial patterns of snow accumulation and 
melt are shifting due to climate change, further motivating improved 
understanding of the processes controlling streamflow generation 
(Nijssen et al., 2001; Barnett et al., 2005; Godsey et al., 2014; Mote et al., 
2018). Therefore, to better support water management decision-making, 
it is imperative to have accurate real-time spatially distributed SWE 
information. 

Many efforts have been made to estimate spatially distributed SWE in 
(near) real-time (i.e., with a one- or two-day processing lag time), yet all 
approaches have limitations when applied over large-scale mountainous 
regions (Dozier et al., 2016). For the in-situ SWE observations, the 
Natural Resource Conservation Service (NRCS) has operated the SNOw 
TELemetry (SNOTEL) network since the mid-1960s (Serreze et al., 
1999). There are more than 800 SNOTEL sites located in the moun-
tainous regions across the western United States, providing SWE mea-
surements automatically every 15 minutes. Additionally, the California 
Legislature estabilished the California Cooperative Snow Surveys (CCSS) 
program in 1929 with alliances in more than 50 state, federal, and 
private agencies (Roos, 2004). They collect and analyze snow data from 
snow courses, and now there are more than 200 snow courses located 
throughout the Sierra Nevada. These ground-based SWE measurements 
have been interpolated into spatially distributed SWE based on their 
relationships with predictor variables (e.g., elevation, aspect, slope, 
solar radiation, wind, etc.) using spatial interpolation or regression 
methods (Carroll et al., 1999; Fassnacht et al., 2003; Fassnacht et al., 
2012; Molotch et al., 2005). However, the accuracy of these statistcical 
methods is largly hindered by the high heterogeneity of SWE distribu-
tion over mountainous terrian, the observation desnity, and the repre-
sentativeiness of the predict variables. 

In addition to the interpolation or regression of in-situ SWE obser-
vations, remotely sensed passive microwave (PM) data have provided 
global SWE observations over the past three decades (Takala et al., 
2017). Yet, applications of PM SWE data products are limited by many 
factors such as the mixed pixel problem at coarse spatial resolutions (e. 
g., 25 km), the saturation of the PM signal over deep snow, the 
many-to-one relationships between the PM signal, snow grain size, and 
SWE, and the impacts of forest cover (Durand and Margulis, 2007; 
Vander Jagt et al., 2013). While fusing ground-based snow depth ob-
servations could increase the spatial resolution of PM SWE data products 
(e.g., 5 km, Takala et al., 2017), it remains challenging to overcome the 
aforementioned issues, and thus PM-based SWE data products often 
exclude mountainous regions. Snow models, hydrological models, and 
land-surface models are also available for real-time SWE estimation. 
However, these models often show poor performance in SWE estimation 
partly because of the high uncertainty of precipitation model forcing 
which is particularly problematic in mountainous regions (Milly and 
Dunne, 2002; Adam et al., 2006). Other operational models, like the 
Snow Data Assimilation System (SNODAS) from the NOAA National 
Weather Service’s National Operational Hydrologic Remote Sensing 

Center (NOHRSC) are usually available in (near) real-time (Carroll et al., 
2001; Barrett, 2003). Clow et al. (2012) evaluated SNODAS with ground 
snow survey data in the Colorado Rocky Mountains and reported that 
SNODAS performed well in forested areas with 77% of the variance in 
SWE explained, but exhibited high uncertainties over alpine regions in 
which only 30% of the variance in SWE was explained because of high 
wind redistribution. 

Despite the listed challenges, recent progress has been made in real- 
time SWE estimation by combining historical SWE estimates developed 
via reanalysis with statistical models (Schneider and Molotch, 2016; 
Bair et al., 2018; Zheng et al., 2018). In this context, reanalyses of SWE 
distribution using SWE reconstruction models and data assimilation 
techniques have been promising for SWE modeling over large-scale 
mountainous regions (Durand et al., 2008; Molotch, 2009; Guan et al., 
2013; Girotto et al., 2014; Margulis et al., 2016; Rittger et al., 2016; Bair 
et al., 2016, 2018). These methods outperforms PM and SNODAS by the 
exploitation of satellite-based observations of snow cover depletion 
and/or snow albedo (Bair et al., 2019). Notwithstanding, these methods 
cannot be used for real-time SWE estimation given the retrospective 
calculation process. Therefore, to improve real-time SWE estimation, 
one effort has coupled the historical SWE from reconstruction models as 
an independent predictor for statistically-based SWE estimation 
(Schneider and Molotch, 2016; Bair et al., 2018; Zheng et al., 2018). 
Because snow distribution is often controlled by the interactions be-
tween meteorology and local constant topographic characteristics, snow 
patterns exhibit considerable consistency from year to year (Deems 
et al., 2008; Mendoza et al., 2020; Pflug and Lundquist, 2020). In other 
words, the historical SWE data usually contains relevant information 
regarding the SWE patterns of interest (e.g., real-time SWE). By incor-
porating this relevant pattern from the historical reconstructed SWE 
data, real-time SWE estimation has been substantially improved in some 
large mountain ranges, such as Upper Colorado River Basin (UCRB) 
(Schneider and Molotch, 2016) and a few basins in California Sierra 
Nevada (Zheng et al., 2018). 

To evaluate modeled SWE accuracy, early studies have used many 
independent validation datasets including ground-based onservations 
and the Airborne Snow Observatory (ASO) SWE products. The ground- 
based SWE observations, particularly snow pillow and snow course 
data, represent the most accurate SWE information at point-scale (i.e., 
snow pillow) and transect-scale (i.e., snow course), and have thus been 
used as validation datasets in many previous research (Erickson et al., 
2005; Franz et al., 2008; Raleigh and Lundquist, 2012; Margulis et al., 
2015; Wrzesien et al., 2019). However, a limitation of these datasets is 
that they cannot fully capture the spatial variability of SWE over an 
entire watershed (Clark et al., 2011). Moreover, these sites are often 
located at easily accessible locations, further limiting their representa-
tiveness for evaluating spatially complex SWE estimates. Another 
commonly used validation dataset is based on the interpolation of 
intensive snow surveys (Molotch et al., 2005; Durand and Margulis, 
2007; Guan et al., 2013; Meromy et al., 2013; Schneider and Molotch, 
2016). Yet, the high logistical cost and feasibility of these surveys pre-
vent its operational applications over larger areas. 

The NASA ASO mission and now ASO Inc., which was created to 
transfer the technology for implementation around the globe, provides 
SWE estimates with unprecedented accuracy from year to year in several 
selected basins in the California Sierra Nevada and elsewhere in the 
western United States (Painter et al., 2016). The ASO aircraft carries a 
light detection and ranging (LiDAR) sensor and a visible through 
near-infrared imaging spectrometer to measure snow-on and snow-off 
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surface heights that are differenced to derive estimates of snow depth. 
By leveraging snow density calculated by a physically-based snow model 
(iSnobal) (Marks et al., 1999) constrained by in-situ measurements, ASO 
has derived very accurate SWE estimates at a high spatial resolution (50 
m) (Painter et al., 2016). The detailed description of ASO SWE product 
and its uncertainty analysis is well documented in Painter et al. (2016). 
While the evaluation methods might be different, the magnitude of ASO 
SWE uncertainty is far less than that of the SWE errors from aforemen-
tioned SWE estimation studies, like SWE interpolation and/or regression 
(Fassnacht et al., 2003; Schneider and Molotch, 2016), reconstruction 
(Guan et al., 2013; Rittger et al., 2016) and data assimilation (Margulis 
et al., 2016). Thus, ASO SWE is increasingly used as ground ‘truth’ in-
formation to evaluate other SWE data products at large basin scales 
(Bair et al., 2016; Yang et al., 2018; Oaida et al., 2019). ASO SWE 
outperforms the traditional small-scale ground-based SWE observations 
by providing spatially complete SWE estimates over large watersheds at 
a high spatial resolution (Painter et al., 2016; Bormann et al., 2018). Yet, 
one limitation of using ASO SWE product in validation is that it only has 
a relatively short perioed (2013-present) compared to the snow pillow 
(mid-1960s) and snow survey (mid-1930s) datasets. Additionally, 
airborne campaigns are mostly conducted during the snow ablation 
period near and after peak SWE and for only a few selected watersheds, 
limiting our understanding of snow accumulation and SWE in time and 
space. Thus, using ASO data alone cannot comprehensively evaluate the 
SWE accuracy in the Sierra Nevada for watersheds and periods when the 
ASO data are not available. 

The objectives of this study are to improve real-time SWE estimation 
over all basins in the California Sierra Nevada and to provide a 
comprehensive evaluation of the SWE estimates relative to other real- 
time SWE products currently produced operationally. Built on previ-
ous work, we developed a statistically-based data-fusion framework to 
estimate SWE in real-time, which combines ground snow pillow SWE 
measurements, physiographic data, satellite-observed daily mean frac-
tional snow-covered area (DMFSCA), physically-based historical SWE 
patterns with a linear regression model (LRM). Previous studies have 
used remotely sensed FSCA data to inform hydrological models in many 
applications, where the SWE is often inferred from snow cover depletion 
curves (Liston, 1999; Gómez-Landesa and Rango, 2002; Andreadis and 
Lettenmaier, 2006; Clark et al., 2006; Niu and Yang, 2007). However, 
FSCA is not directly related to SWE and FSCA can remain constant as 
SWE changes from day to day rendering FSCA on a single day less useful 
in predicting SWE. Therefore, we introduce a new variable DMFSCA, 
which is calculated as the mean of time-series FSCA from the beginning 
of each water year to the date of simulation, as a predictor variable on 
SWE estimation. DMFSCA is sensitive to the magnitude of snow accu-
mulation (i.e., increases DMFSCA) and ablation processes (i.e., 
decreased DMFSCA) as it describes the historical temporal variability of 
snow cover. For example, when pixels are completely covered by snow 
(i.e., FSCA equal 100%) for a modeling day, the DMFSCA value in a pixel 
with seasonal snowpack (e.g., high elevations with continuous snow 
accumulation) would be greater than in a pixel with an ephemeral 
snowpack (i.e., low elevations with frequent snowmelt), which are more 
likely to correspond with the SWE distribution than the FSCA values for 
these two pixels (both equal 100%). Using DMFSCA also has a low-pass 
filtering effect that reduces the influences of the noise in FSCA data for 
SWE modeling. Although DMFSCA does not provide direct SWE infor-
mation, it is potentially useful as an explanatory variable in a statistical 
regression to explain the spatial distribution of SWE. 

To examine the influence of satellite-derived DMFSCA for SWE 
estimation, we compared two LRMs in this study: a baseline regression 

model (LRM-baseline) in which the dependent variables included 
physiographic variables and historical SWE patterns from an SWE 
reanalysis dataset (Margulis et al., 2016), and an FSCA-informed SWE 
regression model (LRM-FSCA) in which the DMFSCA derived from 
MODIS satellite imagery (Rittger et al., 2020) was included as an 
additional independent variable. Two other SWE datasets were also 
included in comparison to provide a baseline of SWE accuracy in the 
operational applications: SWE estimates from SNODAS (Carroll et al., 
2001; Barrett, 2003) and from the National Water Model (hereafter, 
NWM-SWE) retrospective runs version 1.2 operated by the National 
Oceanic and Atmospheric Administration (Gochis et al., 2018). We 
present the inter-model differences in terms of their accuracy, interan-
nual variability, and spatial patterns. Section 2 describes the study area 
and Section 3 describes the datasets, the LRM framework, and the 
evaluation methods. The results are presented in Section 4, with the 
discussion and conclusion given in Sections 5 and 6, respectively. 

2. Study area 

The study area covers 20 major snow-dominated watersheds (Hy-
drological Unite Code 8, HUC8) in the Sierra Nevada California, with a 
total area of 49,409 km2 (Fig. 1). Given ephemeral snowpacks variations 
below 1500 m elevation in the Sierra Nevada (Bales et al., 2006; Guan 
et al., 2013; Margulis et al., 2016; Rittger et al., 2016), the modeling 
domain is cutoff to areas above 1500 m, of which the average elevation 
is 2270 m ranging from ~1500 m to ~4410 m. The Sierra Nevada has a 
Mediterranean climate, with distinct dry summers and wet winters. The 
average annual temperature is approximately 10 ◦C and the total annual 
precipitation is approximately 830 mm estimated from 
Parameter-elevation Regressions on Independent Slopes Model (PRISM) 
30-year normals (Daly et al., 1994). 80% of the annual precipitation 
occurs in the cold months from October to May mainly in the form of 
snow (Swain et al., 2016). Influenced by the prevailing west winds, the 
west-facing windward slopes of the Sierra Nevada capture the majority 
of the moisture from the Pacific Ocean, generating a large amount of 
orographic precipitation, while the eastern leeward slopes have more 
arid climate conditions. Based on National Land Cover Database 2011 
(NLCD2011), evergreen needle-leaf forest (~38%) and shrub-lands 
(~36%) are the two major land cover types in the Sierra Nevada, with 
most of the forest cover on the western slopes of the Sierra, where the 
annual precipitation and temperature are both relatively high (Trujillo 
et al., 2012; Hansen et al., 2013). 

The ASO mission (details on https://www.jpl.nasa.gov/missions/a 
irborne-snow-observatory-aso/) began snow survey flights of the 
upper Tuolumne River Basin (TRB, Fig. 1) in 2013, and routinely pro-
vides SWE data at a 50 m resolution during the snowmelt seasons. The 
upper TRB is located on the west side of the Sierra Nevada with a total 
area of ~1200 km2. The average elevation of the upper TRB is about 
2680 m, with a wide elevation range from 1500 m to ~3970 m, a range 
similar to the entire Sierra Nevada. About 40% of the TRB is above tree- 
line, which is proportionally much more alpine land area than the Sierra 
Nevada study area on the whole. Evergreen needle-leaf forest (~37%) 
and shrublands (~48%) are the two dominant land cover types in the 
upper TRB (Hansen et al., 2013). The average annual temperature and 
total precipitation are about 4 ◦C and 1260 mm, respectively (based on 
PRISM 30-year normals, Daly et al. (1994)). Snowmelt runoff from the 
TRB drains into the Hetch Hetchy reservoir, providing the primary water 
resource to the City of San Francisco and other Bay Area municipalities. 
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3. Methods and datasets 

The LRM relies on the lasso and elastic-net regularized Generalized 
Linear Model (GLMNET, details on https://glmnet.stanford.edu/arti-
cles/glmnet.html) to approximate the relationship between the 

independent variables (listed in Table 1) and the dependent variable (i. 
e., SWE observations from ground snow pillow stations). Fig. 2 illus-
trates the schematic of the LRM with a detailed description in Sections 
3.1 and 3.2. To examine the impacts of satellite-observed DMFSCA on 
model performance, we run two LRMs at a daily time step at 500-m 

Table 1 
Summary of the independent variables used in the LRMs and their importance on snow pillow SWE observations, with a detailed description of the methods used to 
calculate the physiographic variables. The importance of each variable is represented by the median of the squared Pearson-correlation coefficient (R2) between FSCA- 
scaled snow pillow SWE (i.e., dependent variable) and each predictor variable for all simulations from the water year 2001 to 2019. Only significant correlations (p- 
value < 0.05) are summarized in this table.  

Variable name Description Importance (median 
R2) 

Elevation Derived from SRTM DEM 0.12 
Latitude Derived from SRTM DEM, the center of the grid 0.11 
Longitude Derived from SRTM DEM, the center of the grid 0.14 
Northness COSINE of the aspect calculated using SRTM DEM 0.09 
Eastness SINE of the aspect calculated using SRTM DEM 0.07 
Slope SINE of the slope calculated using SRTM DEM 0.08 
Regional northness COSINE of the regional aspect for every 4  × 4 km region 0.07 
Regional eastness SINE of the regional aspect for every 4  × 4 km region 0.08 
Regional slope SINE of the regional slope for every 4  × 4 km region 0.09 
W/NW/SW distance to the 

ocean 
Distance to the ocean calculated from west, northwest, and southwest 0.12/0.13/0.11 

W/NW/SW barrier height The elevation differences between the highest barrier and the grid in three directions of the ocean to the grid 0.16/0.14/0.18 
W/NW/SW barrier distance The distances from the highest barrier to the grid in three directions of the ocean to the grid 0.09/0.08/0.11 
Historical SWE pattern The historical SWE reanalysis with the closest SWE pattern compared with that on the target simulation day (details in  

Section 3.1.2) 
0.50 

Daily Mean FSCA (DMFSCA) The mean value of daily fractional snow-covered area from the beginning of each water year (i.e., October 1st) to the date 
of the simulation 

0.24  

Fig. 1. Overview of the Sierra Nevada with the locations of snow pillows (red stars) and snow courses (green triangles) marked on the map. 20 watersheds (HUC8) 
are highlighted by the blue lines and the upper Tuolumne River Basin (TRB) highlighted by red lines is shown in the zoom views. The major land cover types in the 
upper TRB are displayed based on National Land Cover Dataset 2011 (NLCD2011). The study domain where the LRM runs is shaded in light orange (For inter-
pretation of the references to color in this figure legend, the reader is referred to the web version of this article.). 
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spatial resolution (i.e., the same resolution as used by Schneider and 
Molotch (2016)) during the period when there is significant snow on the 
ground (i.e., from January to June) over the water year (WY; October 
1–September 30) 2001 through 2019 across the modeling domain 
(Fig. 1): hereafter termed LRM-baseline and LRM-FSCA. Both simula-
tions were evaluated through three methods including (1) 
cross-validation at snow pillow stations, (2) comparison against snow 
course measurements across the Sierra, and (3) comparison against the 
spatially distributed ASO SWE data in the upper TRB. The performance 
of SNODAS and the NWM-SWE were also included in the latter two 
evaluations (i.e., against snow course SWE and ASO SWE) to compare 
the performance of these complementary models relative to those 
developed herein. Given that snow pillow SWE observations were used 
in some of the presented models (i.e., LRMs and SNODAS), snow pillow 
SWE observations were not used for model comparison as they are not 
independent from model input data in these circumstances. 

3.1. Data sources 

3.1.1. Dependent variable 
The SWE training samples for the LRM were acquired from 113 snow 

pillow stations across the study area (Fig. 1). The snow pillow stations 
over 1500 m span the elevation range from 1570 m to 3475 m with more 
sites located in the mid-elevations than lower and higher elevations 
(Fig. 3). The average elevation of snow pillow stations is about 2500 m 
and the average density is about 440 km2 per site. While snow pillow 
stations may be inadequate to capture the high spatial variability of SWE 
across the Sierra, they are denser than the station networks in most 
mountainous regions globally, and thus the Sierra Nevada is a relatively 
ideal region for statistically-based SWE modeling. All snow pillow data 
were downloaded from the California Data Exchange Center (https:// 
cdec.water.ca.gov/) and quality controlled. Because using the point- 
scale snow pillow SWE observations may not fully represent the 
average SWE estimates over the 500-m grid-cell (Molotch et al., 2005; 

Meromy et al., 2013), we used FSCA data to scale the point SWE ob-
servations to improve their representativeness at the 500 m grid scale 
(Schneider and Molotch, 2016). 

3.1.2. Independent variables 
Table 1 lists all the independent variables used in the two LRMs, 

including the 18 static physiographic variables and the dynamic his-
torical SWE reanalysis and DMFSCA. Earlier studies of Bair et al. (2018); 
Fassnacht et al. (2003); Schneider and Molotch (2016) suggested that 
physiographic variables have significnat impacts on SWE distrubution, 
and thus we selected the listed physiographic variables (Table 1) for 
SWE modeling. All physiographic variables were derived from the 
Shuttle Radar Topography Mission 1 Arc-Second Global Digital Eleva-
tion Model (SRTM DEM), which was downloaded from 

Fig. 2. Flowchart of the Linear Regression Model (LRM) for real-time SWE estimation. The dependent variable of the LRM is the snow pillow SWE observations, 
which is scaled by satellite-observed FSCA to the grid-cell scale. The independent variables (Table 1) of the LRM-baseline include 18 physiographic variables derived 
from the digital elevation model and one best-matched historical SWE reanalysis. The LRM-FSCA model includes the *Daily Mean FSCA (DMFSCA) as an additional 
independent variable. To mimic the real-time operational simulation, only one best-matched historical SWE from WYs before the simulation WY is used in the LRM. A 
binary snow extent derived from the FSCA data is used to determine the snow-covered areas for the final distributed SWE estimation. 

Fig. 3. The elevational distribution of snow pillow stations. Each bar represents 
the number of stations within every 100 m elevation band with the smoothed 
distribution shaded in light red (For interpretation of the references to color in 
this figure legend, the reader is referred to the web version of this article.). 
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https://earthexplorer.usgs.gov/ at about 30-m spatial resolution and 
then resampled to 500-m spatial resolution using bilinear interpolation 
method. 

The extent of SWE was determined by a gap-filled daily FSCA data-
set, which was derived from the MODIS Snow Covered Area and Grain 
Size (MODSCAG) (Painter et al., 2009) at a ~463 m spatial resolution. 
MODSCAG shows better performance than the standard NASA snow 
cover product, MOD10A1 (Hall et al., 2002) when compared to FSCA 
from Landsat 5 and Landsat 7 during accumulation and melt (Rittger 
et al., 2013). Recent work has shown that MODSCAG has a bias of only 
0.5% when compared to FSCA from Landsat 8 (Rittger et al., 2021). The 
MODSCAG FSCA was further refined to account for off-nadir viewing 
(Dozier et al., 2008), improved cloud detection and canopy adjustment 
(Rittger et al., 2020), and interpolated using a smoothing spline method 
(Dozier et al., 2008) creating spatially and temporally complete (STC) 
MODSCAG FSCA, hereby referred to as STC-MODSCAG. Data from WY 
2021 is publicly available with a time lag of about two days and the 
historical dataset from 2001 to 2020 is available on request to early 
adopters (https://nsidc.org/snow-today/data_request). In addition to 
SWE reconstruction efforts previously noted, the FSCA data has been 
used for evaluating climate models (Wrzesien et al., 2015; Minder et al., 
2016) and for validating regional scale models to better understand the 
sources of and deposition of dust and carbon (Sarangi et al., 2019, 
2020). 

We first resampled the STC-MODSCAG FSCA data from sinusoidal 
projection to the Universal Transverse Mercator (UTM) Zone 11 N with 
the 1983 North American Datum (NAD) (i.e., the original projection of 
the ASO SWE data) at 500 m resolution using the bilinear interpolation 
method. The resampled FSCA data were then used to scale snow pillow 
SWE observations as previously noted so that the point-scale SWE ob-
servations are more representative of the 500 m grid-cell mean SWE. 
Additionally, the independent variable, DMFSCA, was calculated based 
on daily STC-MODSCAG FSCA. Both STC-MODSCAG FSCA and DMFSCA 
were represented as a percentage (0–100%) value. Finally, we used the 
binary snow extent derived from this real-time STC-MODSCAG FSCA 
dataset to determine the snow-covered areas for the final modeled SWE 
estimates, in which the snow-free pixel was determined when the FSCA 
value equals 0. 

The Sierra Nevada SWE reanalysis (SNSR, daily at about 100-m 
resolution from 1985 to 2016; data details on https://margulis-group. 
github.io/data/) (Margulis et al., 2015, 2016) was used as to provide 
analog historical SWE patterns (see Table 1, last variable) for the LRMs 
in real-time SWE estimation. The SNSR relies on a Land Surface Model 
(Simplified Simple Biosphere model, version 3) (Xue et al., 2003) 
coupled with a Snow Depletion Curve model (LSM-SDC) (Liston, 2004) 
to derive the prior SWE and FSCA estimates, in which the radiative and 
meteorological forcings are obtained from downscaled NLDAS-2 (Xia 
et al., 2012). The particle batch smoother (PBS) data assimilation (DA) 
scheme was then used to account for the uncertainty of the prior SWE 
estimate directly based on the FSCA retrieved from Landsat (i.e., Landsat 
5 Thematic Mapper, Landsat 7 Enhanced Thematic Mapper, and Landsat 
8 Operational Land Imager) (details in Margulis et al., 2015, 2016). 
SNSR provides the most accurate SWE estimates on average across the 
entire Sierra in a comparison with four other large-scale SWE datasets at 
various spatial resolutions (Yang et al., 2018). It also has a long his-
torical modeling period (i.e., 32 years) relative to other datasets (Bair 
et al., 2016; Guan et al., 2013; Rittger et al., 2016), covering a large 
range of SWE conditions. Despite the good performance of SNSR, it is not 
applicable for real-time SWE estimation given its requirement of com-
plete seasonal snow cover depletion information observed from satel-
lites for the PBS DA process (Margulis et al., 2015, 2016). Thus, we 
selected the SNSR to provide historical SWE patterns for the LRM. 

To select the historical SNSR that can best represent the spatial 
patterns of SWE on the target simulation date, we designed a two-step 
process to compare the snow pillow SWE patterns between the target 
simulation date and historical dates. First, we identified the historical 

dates that have similar numbers of non-zero SWE observations (e.g., the 
difference is < 10% in the study), which can reduce the impact of zero 
values on the linear regression fits in the next step. Secondly, the simi-
larity of SWE patterns was quantified by the squared Pearson correlation 
coefficient (R2) of the simple linear regression between snow pillow SWE 
on the two dates. For each date when the LRM is run, the historical SWE 
reanalysis with the highest R2 was used as the best historical SWE dis-
tribution data. This two-step process assumes that the similarity in SWE 
patterns at stations is also true across the Sierra Nevada. To replicate 
how a real-time SWE estimation would produce, we only chose the 
historical SWE on the WYs before the current simulation WY even 
though the SNSR is available throughout 1986–2016, partially 
handicapping our approach by not using all of the historical data. All the 
historical SWE data were resampled from the native 100 m spatial res-
olution to 500 m using bilinear interpolation to match the extent and 
scale of the resampled STC-MODSCAG FSCA data. 

To eliminate the influence of magnitude difference, all the inde-
pendent variables (i.e., 18 physiographic variables, the DMFSCA, and 
the SNSR) were scaled to a mean of 0 and a standard deviation of 1. We 
used a mask of the maximum water extent in the Global Surface Water 
(GSW) dataset (Pekel et al., 2016) to exclude water bodies inside the 
study area that are often mapped (FSCA) or modeled (SWE) incorrectly. 
The maximum water extent data was derived from Landsat imagery that 
has a higher spatial resolution of 30 m for the 1984–2019 period. We 
resampled this dataset to the 500 m resolution using the nearest 
neighbor method which shows good performance in resampling cate-
gorical data. 

3.2. Statistical model for SWE estimation 

The GLMNET used in LRM outperformes the Generalized Linear 
Model (GLM) originally employed by Schneider and Molotch (2016) by 
optimally handling linearly related independent variables (e.g., the 
physiographic variables used by the LRM). To address multicollinearity 
among independent variables, the GLMNET uses an elastic-net approach 
to combine two regularization approaches: (1) shrinking the coefficients 
of correlated predictors to zero while keeping all independent variables 
(i.e., ridge regression), and (2) selecting one independent variable and 
discarding the others (i.e., lasso regression), resulting in a more stable 
and accurate model. The optimal hyperparameter was determined by a 
k-fold (i.e., 10 folds) cross-validation where the lowest mean absolute 
error among approximately one hundred model simulationswas chosen 
in the final model (details in Friedman et al., 2010; Simon et al., 2011, 
2013; Tibshirani et al., 2012). Following Schneider and Molotch (2016), 
the Gaussian distribution with the identity link function was used to 
transform the dependent variable in the GLMNET. Given the require-
ment of the Gaussian distribution of SWE observations for the statistical 
LRM training, we only ran the model on the days with more than 40 
snow pillow stations (i.e., about 35% of the total stations) reporting 
non-zero SWE values. We used 40 as an empirical threshold to stop 
running the LRM to ensure the representativeness of model training 
samples. 

3.3. Two operational SWE datasets 

SNODAS provides daily SWE estimates at 0600 Coordinated Uni-
versal Time (UTC) in (near) real-time for the contiguous United States at 
a 1000 m spatial resolution since WY 2004 (data are available at https 
://nsidc.org/data/g02158) (Barrett, 2003). SNODAS is a 
physically-based snow modeling and data assimilation system which 
ingests a variety of outputs from physically-based models, meteorolog-
ical data, remote sensing data, and SNOTEL observations including snow 
depth and SWE (Carroll et al., 2006; Clow et al., 2012). The National 
Water Model (NWM) is an extension of the Weather Research and 
Forecasting Hydrological model (WRF-Hydro) coupled with the com-
munity Noah land surface model with multiparameterization options 
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(Noah-MP) to simulate the land surface processes, including SWE 
(Gochis et al., 2018). The NWM-SWE dataset used in this study is the 
output of the NWM retrospective version 1.2 (data are available at 
http://edc.occ-data.org/nwm/getdata/), which is a 25-year retrospec-
tive simulation from 1993 to 2017. NWM-SWE covers a large domain 
roughly from latitude 19 N to 58 N that includes the Continental United 
States, Canada, and Mexico at a spatial resolution of 1000 m. To assure 
data consistency with SNODAS, we used the NWM-SWE data at 0600 
UTC in the comparison. For consistent data evaluation and 
inter-comparison, each SNODAS and NWM-SWE grid cell at 1000 m 
resolution was disaggregated evenly to four 500 m grid cells and then 
resampled to the NAD83/UTM zone 11 N using bilinear interpolation 
method. 

3.4. Model evaluation 

We used ground SWE observations and the ASO SWE product to 
provide a comprehensive validation for the four SWE models (i.e., LRM- 
baseline, LRM-FSCA, SNODAS, and NWM) at different scales. The 
ground observations (i.e., snow pillow and snow courses) provide the 
most accurate SWE estimates at a point-scale or transect-scale across the 
entire Sierra, while the ASO SWE data represents the most accurate 
basin-scale SWE estimates to the extent of our knowledge. Because snow 
pillow SWE observation is not an independent evaluation dataset for 
LRM and SNODAS, we only applied cross-validation at snow pillow sites 
to evaluate LRMs’ performance in modeling SWE. The snow pillow 
cross-validation was conducted for all 2682 daily simulations (i.e., 141 
days per year on average) for the 19-year modeling period (i.e., WYs 
2001–2019). The SWE validation was conducted against a total of 6407 
snow course station-years and 23 ASO flights (details in the following 
three sub-sections). 

3.4.1. Cross-validation using snow pillow SWE observations 
We used the Monte Carlo cross-validation (i.e., repeated random sub- 

sampling validation) method (Dubitzky et al., 2007) to evaluate the two 
LRMs’ performance. For each simulation day, we randomly identified 
10% of the 113 snow pillow observations (i.e., 11 samples) for testing 
with the remaining 90% of observations used for model training. Next, a 
simple linear regression model was fit between the modeled SWE esti-
mates and the testing observation. We repeated this process 30 times in 
balance of computational cost and evaluation efficiency. The average 
values of the following four statistical metrics from all 30 simple linear 
regression models were used to describe the overall performance of each 
simulation: squared Pearson-correlation coefficient (R2), root mean 
squared error (RMSE), relative mean absolute error (RMAE) (i.e., mean 
absolute error divided by the mean of FSCA-scaled snow pillow obser-
vations), and percent bias (PBIAS) of average SWE for modeled esti-
mates against observations. The R2 represents the correlation between 
modeled and observed SWE, and the RMSE represents the variability of 
the model residuals. The RMAE represents the relative errors of modeled 
SWE in the context of different SWE magnitudes. The last metric, PBIAS, 
represents the relative bias of average SWE over the entire study 
domain. The typical model performance is described by the distribution 
of each metric with the combination of the mean, median, and one 
standard deviation. These four metrics were also used in the subsequent 
validations using snow course measurements and the ASO SWE data. 

3.4.2. Validation using snow course SWE measurements 
There are 215 snow course sites located in the study area, with an 

average elevation of ~2400 m ranging from 1500 m to 3500 m. Each 
snow course consists of approximately 5–15 point-scale SWE measure-
ments along an established transect using a calibrated Federal Snow 
Sampler (DeWalle and Rango, 2008). These data offer monthly SWE 
measurements near the first day of each month from January to May or 
June depending on the amount of snow remaining on the ground. To 
ensure the independence of the evaluation data from the training data (i. 

e., snow pillow SWE), we removed snow course sites located within a 2 
km distance of snow pillows, leaving 148 snow course sites for evalua-
tion. All the snow course data were downloaded from the California 
Data Exchange Center (http://cdec.water.ca.gov). 

We extracted SWE estimates from the four SWE datasets at snow 
course sites and compared them to snow course SWE measurements. The 
spatial mismatch of the transect to 500 m pixels may cause uncertainties 
in this evaluation. To reduce the impact of this mismatch, we scaled 
snow course SWE measurements using FSCA data so that the observa-
tions can better represent the average SWE estimates at the 500 m res-
olution (Schneider and Molotch, 2016). Additionally, to reduce the 
impacts from resampling previously described, the SWE estimates at the 
eight neighboring grid-cells surrounding the target grid-cell (i.e., the 
snow course site located in the middle of the 3 × 3 grid-cell window) 
were also used in the evaluation. The SWE value with the smallest dif-
ference among the nine grid-cells was used in the calculation of the 
statistical metrics (Bair et al., 2016; Rittger et al., 2016; Margulis et al., 
2016). Given the difference in data availability – LRMs from 2001 to 
2019, SNODAS from 2004 to the present, NWM-SWE from 1993 to 2017 
– we only compared the evaluation results in their overlap period from 
WY 2004 to WY 2017. For data consistency, only SWE estimates avail-
able for all datasets at snow course sites were compared. There remain 
6407 station-years in total that contain coincident SWE estimates for the 
four SWE datasets. The same four statistical metrics (i.e., R2, RMSE, 
RMAE, and PBIAS) were calculated to evaluate SWE accuracy at snow 
course sites. 

3.4.3. Validation using ASO SWE data 
Considering the overlap period (WYs 2004–2017) of the four SWE 

datasets and the ASO data availability (WY 2013 to present), we 
compared the ASO SWE validation for the four models throughout WYs 
2013–2017 with a total of 19 days (i.e., 19 ASO flights). We also 
included the validation in WY 2018 and WY 2019 for LRM-baseline and 
LRM-FSCA with 4 additional flights to give a more comprehensive LRM 
model evaluation. Given the various spatial projections and resolutions 
of these datasets, we resampled all data into the same projection as the 
ASO SWE data (see Section 3.1.2) and 500 m spatial resolution. A 3 × 3 
window (see Section 3.4.2) was also used in the validation against ASO 
SWE. The basin-wide PBIAS was calculated directly based on the 
resampled SWE data over the entire TRB, meaning no neighboring pixels 
were considered in the PBIAS calculation. 

3.5. Inter-comparison of SWE datasets 

The temporal overlap period of the four SWE datasets covers 14 WYs 
from 2004 to 2017 including the region’s most recent snow drought 
period 2012–2016 and the wet years of 2011 and 2017. For each WY, we 
calculated the maximum snow water storage (hereafter, SWS) across the 
Sierra and the day of year (DOY) when the Sierra-wide SWS reaches the 
maximum. We introduce SWS (i.e., SWE multiples by the total area) in 
this comparison because it is a water volume metric that can reflect 
water availability for the study area directly, while SWE value only 
represents equivalent water depth. The maximum SWS over the entire 
Sierra was determined when the Sierra-wide average SWE reaches the 
peak value. In other words, the DOY of maximum SWS is the same as the 
DOY of maximum Sierra-wide average SWE. Additionally, to reveal the 
difference in maximum annual snow water availability at a pixel-scale 
among datasets, we compared the spatial distribution of 14-year 
average pixel-wise peak SWE and its changes as a function of eleva-
tion, where the pixel-wise peak SWE is defined as the maximum SWE 
estimates over the entire water year from October 1 to September 30 of 
the following year (Margulis et al., 2016). 
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4. Results 

4.1. Evaluation of model performance 

4.1.1. Sierra-wide cross-validation with snow pillow observations 
LRM-FSCA exhibited notable improvements compared with LRM- 

baseline in the snow pillow cross-validation indicated by the median, 
mean, and standard deviation of all statistical metrics (Table 2). Spe-
cifically, LRM-FSCA explained 59±8% of the variance in snow pillow 
SWE, 6% higher than that for LRM-baseline (53±9%) (Table 2). The 
RMSE for LRM-FSCA was 17.4±8.7 cm, with an average reduction of 1.4 
cm compared with the LRM-baseline (18.8±9.2 cm). LRM-FSCA also 
had a lower RMAE (51.3±160.0%) and basin-wide PBIAS 
(15.2±155.0%) than LRM-baseline, 56.0±204.0% and 17.2±200.0%, 
respectively. Both LRM-FSCA and LRM-baseline had high variation in 
RMAE and PBIAS values, but low variation in R2 and RMSE values 
(Table 2). This can be explained by the high relative errors of a few 
simulations in very low SWE period when a small absolute difference 
could result in a great relative error. 

The improvement in LRM-FSCA’s performance was more significant 
during the primary snow accumulation periods (i.e., January-March) than 
during the snowmelt seasons (Fig. 4). The seasonal variability of model 
accuracy calculated in each month for LRM-FSCA and LRM-baseline 
exhibited similar patterns. LRM-FSCA exhibited much better perfor-
mance than LRM-baseline in five of the six months we modeled, including 
January through May during the period of the largest volumes of melt. For 

the SWE estimates in June when snow remained primarily in high 
elevation regions, both LRM-FSCA and LRM-baseline showed similar low 
accuracy. This can be explained by the low representativeness of the 
training samples in June given that most stations are located at middle to 
low elevations and reported zero SWE. The R2 for both LRMs exhibited 
little seasonal variability compared with the other three metrics, indi-
cating that the spatial variability of the snow pillow observations was 
consistently captured by the model training over time. RMSE generally 
increased throughout the snow season. Increases in RMSE from January to 
April were consistent with the increased snow accumulation during that 
period. However, the continued increase in RMSE in May and June sug-
gested a decreasing performance of the LRMs starting in May as snow 
accumulation was no longer high for this period. This general trend was 
also supported by the distribution of RMAE and basin-wide PBIAS (Fig. 4C 
and D), both of which indicated much better performance of LRMs in 
January through April than that in May and June. 

4.1.2. Sierra-wide validation with snow course measurements 
The SWE values of the two LRM models were relatively well aligned 

with snow course SWE values (Fig. 5A and B) whereas SNODAS and 
NWM-SWE values showed greater deviation from the 1:1 line (Fig. 5C 
and D). Adding the DMFSCA to the LRM largely reduced the uncertainty 
of SWE estimates over the snow course sites. LRM-FSCA outperformed 
the LRM-baseline with a 7% (0.06) increase in R2, and 14% (2.5 cm), 
20% (4.3%), and 93% (1.3%) reductions in RMSE, RMAE, and PBIAS, 
respectively. The overall PBIAS for LRM-FSCA and LRM-baseline were 

Fig. 4. Monthly snow pillow cross-validation results of LRM-FSCA and LRM-baseline. Panels A-D displays the monthly R2, RMSE, RMAE, and basin-wide PBIAS for all 
daily simulations from WYs 2001–2019, respectively. The numbers labeled on figure A represent average numbers of model simulations for each month throughout 
WYs 2001–2019. 

Table 2 
Performance summary of LRM-FSCA and LRM-baseline in the snow pillow cross-validation. For each simulation, a series of linear regression models were fit between 
FSCA-scaled snow-pillow SWE observations and modeled SWE estimates in the cross-validation to calculate the statistical metrics, and the mean values are summarized 
here. The bold numbers indicate the better performance.  

Dataset R2 RMSE (cm) RMAE (%) PBIAS (%) 

mean Median *SD mean median *SD mean median *SD mean median *SD 

LRM-FSCA 0.59 0.60 0.08 17.4 15.9 8.7 51.3 30.2 160.0 15.2 2.2 155.0 
LRM-baseline 0.53 0.54 0.09 18.8 17.5 9.2 56.0 33.7 204.0 17.2 2.6 200.0  

* SD represents standard deviation. 
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slightly positive, with the highest observed SWE values underestimated 
by both LRMs (see SWE values greater than 100 cm generally located 
below the 1:1 line in Fig. 5A and B). The overall performance of LRM- 
FSCA was notably better than SNODAS and NWM-SWE, showing both 
29% (6.3 cm and 6.4 cm, respectively) lower RMSE, 28% (6.9%) and 
35% (9.4%) lower RMAE, and 96% (2.3%) and 99% (15.8%) lower 
absolute PBIAS, respectively. SNODAS had slightly higher accuracy than 
NWM-SWE, with 9% (2.5%) and 85% (13.5%) lower RMAE and absolute 
PBIAS values, respectively, and similar RMSE values, while the R2 for 
SNODAS (0.73) was slightly lower than that for NWM-SWE (0.75). 

Because elevation is the main topographic control on SWE distribu-
tion, we also examined the relationship between elevation and SWE 
errors for each datasets (Fig. 5). The results showed that both LRMs 
underestimated SWE for the middle elevation snow course sites, but 
overestimated SWE for relatively high and low elevations (red and blue 
dots above 1:1 line in Fig. 5A and B). These SWE error patterns were 
possibly caused by a nonlinear relationship between SWE and elevation 
(e.g., a curve alike an upside-down “U” shape). No particular pattern 
was observed for SNODAS. NWM-SWE had a clear underestimation for 
low and middle elevations, but overestimation for relatively high ele-
vations (around 3000 m). While the SWE estimation errors for each 
product had high variability, all datasets tended to overestimate SWE for 

very low SWE values but underestimated SWE for moderate to high SWE 
values (red lines in Fig. 5). 

4.1.3. Basin-scale validation with ASO SWE data 
The two LRMs also performed better than SNODAS and NWM-SWE 

when compared with the ASO data in the upper TRB during the over-
lapping period from WYs 2013–2017 with 19 ASO flights (Table 3 and 
Fig. 6). LRM-FSCA and LRM-baseline explained similar proportions of 
variance in ASO SWE with the same mean R2 of 0.85, which was at least 
31% (0.20) higher on average than the other two operational SWE 
datasets. The variance of ASO SWE explained by LRM-FCA, LRM-base-
line, SNODAS, and NWM-SWE were 85±5%, 85±5%, 65±6%, and 
32±18%, respectively (Table 3). LRM-FSCA, LRM-baseline, and SNO-
DAS illustrated more robust SWE estimates than NWM-SWE given the 
relatively lower standard deviation of R2 (Table 3). 

The improvement of LRM-FSCA relative to the LRM-baseline was less 
evident over the TRB because the evaluation metrics showed cloase 
values (Table 3). LRM-FSCA had lower RMSE than LRM-baseline for 13 
out of 19 days (Fig. 6B), but the median RMSE for LRM-FSCA (9.8 cm) 
was 26% (2.0 cm) higher than that for LRM-baseline (7.8 cm) for the 
period one(Table 3). The median RMSE for LRM-FSCA (13.3 cm) was 4% 
(0.5 cm) less than that for LRM-baseline (13.8 cm) in the period two, 

Fig. 5. Validation of the four SWE datasets at snow course sites. Each dot represents a pair of modeled SWE and FSCA-scaled snow course SWE. A total number of 
6407 pairs were compared from the WYs 2004 to 2017 for the four SWE datasets. The black line represents a 1:1 line where gridded SWE equals to FSCA-scaled snow 
course SWE. A simple linear regression was fit (red line) between these two SWE values using the least-squares method, with four statistical metrics calculated and 
labeled on the bottom right corner of each panel (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.). 

Table 3 
Summary of the validation results for the four SWE datasets using the ASO SWE data over the upper TRB for the 19 overlap days from WYs 2013 through 2017, and for 
two LRMs over the 23 overlap days from WYs 2013 through 2019. The bold numbers indicate the highest/higher accuracy for different SWE models in the two 
comparison periods, respectively.  

Period Dataset R2 RMSE (cm) RMAE (%) PBIAS 

mean median SD mean median SD mean median SD mean median SD 

WYs 2013–2017 LRM-FSCA 0.85 0.85 0.05 15.7 9.8 17.2 23.6 19.8 12.5 -5.5 -9.2 27.7 
LRM-baseline 0.85 0.86 0.05 15.9 7.8 17.3 24.8 19.3 13.6 -4.1 -11.3 29.7 

SNODAS 0.65 0.64 0.06 18.9 14.8 11.6 35.1 26.7 20.7 35.4 28.2 41.9 
NWM 0.32 0.33 0.18 26.3 20.0 19.0 45.2 42.9 13.8 -28.8 -30.1 15.5 

WYs 2013–2019 LRM-FSCA 0.85 0.85 0.05 16.6 13.3 15.7 22.4 18.9 11.7 -6.1 -9.0 25.3 
LRM-baseline 0.84 0.86 0.05 17.0 13.8 15.9 23.6 19.0 12.8 -4.8 -7.4 27.5  
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further suggesting that LRM-FSCA and LRM-baseline had similar per-
formance over the TRB during this validation period. In the daily model 
cross-validation with snow pillow SWE observations, we found that the 
improvement in LRM-FSCA’s performance was more pronounced during 
snow accumulation periods than during the snowmelt seasons and LRM- 
FSCA only showed a little better performance than LRM-baseline in the 
late season. Given that ASO generally flies near or after peak SWE date 
(i.e., around April 1) and mostly in the late snowmelt season, it was not 
surprising to see that LRM-FSCA and LRM-baseline showed similar ac-
curacy when validated with ASO SWE data. 

The RMAE for LRM-FCA, LRM-baseline, SNODAS, and NWM-SWE 
were 23.6±12.5%, 24.8±13.6%, 35.1±20.7%, and 45.2±13.8%, 
respectively. LRM-baseline had the smallest PBIAS (-4.1±29.7%) 
compared with LRM-FSCA (-5.5±27.7%), SNODAS (35.4±41.9%), and 
NWM-SWE (-28.8±15.5%). Although NWM-SWE had a large PBIAS, the 
variability of its PBIAS was the smallest (15.5%), indicating it consis-
tently underestimated SWE, which was also shown in Figure 6D with 
negative PBIAS values on 18 out of 19 dates. 

To visualize spatial differences across SWE datasets not apparent by 
summary statistics in Fig. 6 or Table 3, we selected five days near peak 
SWE from WYs 2013 through 2017 to show the spatial distribution of 
SWE errors on one day in each WY. As with the summary statistics 
compared with the ASO SWE on a pixel-by-pixel basis, the magnitudes of 
SWE errors for LRM-FSCA and LRM-baseline were much smaller than 
that for SNODAS and NWM-SWE (Fig. 7). Both LRM-FSCA and LRM- 
baseline overestimate SWE in WYs 2014 and 2015, the extreme 
drought years, with a mixture of overestimation and underestimation in 
the normal and wet years of WYs 2013, 2016, and 2017. Additionally, 
the spatial distribution of SWE errors for the two LRMs revealed similar 
patterns. The LRMs tended to underestimate SWE in the northern high 
alpine regions of the TRB and overestimate SWE in the western low 
elevation valley regions. For the densely forested regions, mostly located 
in the southeastern of the TRB, the LRMs tended to overestimate SWE for 
all comparison years. Both the magnitude and the spatial pattern of SWE 
residuals for LRM-FSCA and LRM-baseline were identical, indicating 
that on average the two LRMs had similar accuracy in the upper TRB. 

The spatial distribution of SNODAS errors exhibited greater vari-
ability and magnitude than the two LRMs, with a relatively large over-
estimation of SWE for most regions in WYs 2013, 2014, 2015, and 2017. 

In WY 2016, SNODAS overestimated SWE for the low elevation forested 
regions but underestimated SWE for high elevation alpine regions, 
exhibiting relatively identical patterns compared with the two LRMs. 
The SWE errors for NWM-SWE revealed rather similar spatial patterns 
under diverse snow conditions, with overestimation in some low 
elevation valleys and forests and underestimation at the medium to 
higher elevations. Overall, NWM-SWE underestimated SWE for most 
regions across the TRB. 

4.2. Spatial and temporal variability of SWE 

4.2.1. Inter- and intra-annual variability of snow water storage 
To reveal the variability of snow water storage (SWS) across the Si-

erra Nevada, as well as the SWS differences among the four SWE data-
sets, we also compared the daily SWS through their 14-year overlap 
period (WYs 2004–2017) including the 2012–2016 California drought 
period with extremely low SWS (Fig. 8, gray shading). The two LRMs 
generally had higher SWS than SNODAS and NWM-SWE, particularly for 
the period close to the peak SWS date. Only subtle differences in SWS 
were observed among datasets in the early snow accumulation and late 
snowmelt seasons. 

Looking more closely at the differences of maximum snow accumu-
lation, the annual maximum SWS exhibited high interannual variability  
across all models (Fig. 9A and B) . The average maximum SWS for the 
driest year 2015 and wettest year 2011 derived from all the four SWE 
datasets were 3.4±0.6 gigaton (Gt) (i.e., 4.0 Gt for LRM-baseline, 3.7 Gt 
for LRM-FSCA, 3.2 Gt for SNODAS, and 2.7 Gt for NWM) and 38.6±7.7 
Gt (i.e., 47.1 Gt for LRM-baseline, 42.5 Gt for LRM-FSCA, 34.6 Gt for 
SNODAS, and 30.0 Gt for NWM), respectively, with a 35.2 Gt SWS dif-
ference on average between these two years. The year-to-year changes of 
the maximum SWS for the four SWE datasets followed a similar pattern, 
but the magnitudes varied. LRM-baseline consistently estimated the 
highest SWS, followed by LRM-FSCA, SNODAS, and NWM-SWE, with 
the median maximum SWS of 25.0 Gt, 23.2 Gt, 16.0 Gt, and 13.8 Gt, 
respectively. 

The maximum SWS difference (i.e., absolute value) among the 
datasets in any given year ranged from a low of 0.1 Gt in 2012 between 
LRM-FSCA and SNODAS to a maximum of 17.1 Gt in 2011 between 
LRM-baseline and NWM-SWE (Fig. 8). For each pair of datasets, the 14- 

Fig. 6. Validation of the four SWE datasets using the ASO SWE data in the upper TRB. Panels A-D display the R2, RMSE, RMAE, and PBIAS over the comparison 
period, respectively, with each water year shaded separately. Validation results were compared in two periods: WYs 2013–2017 when all four SWE datasets were 
available, and WYs 2013–2019 when only the two LRMs were available. Boxplots a1-d1 summarize the distribution of the statistical metrics in the first period with 19 
overlap flights, while boxplots a2-d2 summarizethe statistical metrics for the two LRMs in the second period with 23 overlap flights. 
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year average SWS difference was the smallest between LRM-FSCA and 
LRM-baseline (1.2±1.2 Gt), ranging from 0.2 Gt to 4.6 Gt, and was 
largest between LRM-baseline and NWM-SWE (9.8±5.1 Gt), ranging 
from 1.3 Gt to 17.1 Gt. 

The date of maximum SWS exhibited a very high inter-annual vari-
ability for all the four SWE datasets in the comparison period (Fig. 9C 
and D). LRM-FSCA and NWM-SWE generally peaked earlier over the 
entire Sierra, followed by SNODAS and LRM-baseline, with the median 
peaked dates of DOY of 70, 70, 73, and 74 (i.e., equivalent to March 11, 
+0, +3, and +4 days in a common year), respectively. The dates of 
maximum SWS were close in 11 out of 14 years among four datasets, 
with the exceptions of WYs 2010, 2013, and 2015. In WY 2010, a 
moderate SWE year, NWM-SWE peaked on March 14, 32 days earlier 
than SNODAS on April 15, while LRM-FSCA and LRM-baseline estimated 
peak SWS on April 8 and April 7, respectively. Notably, in WY 2013, an 
extremely dry year, both LRM-FSCA and NWM-SWE peaked in January, 
while LRM-baseline and SNODAS peaked in March. For dry WY 2015, 
only SNODAS peaked in March, while the other three datasets peaked in 
December or January. Although the peak SWS dates varied significantly 
in these two dry years, the SWS values between January to March did 
not change appreciably over time for all the four datasets in WY 2015 
(Fig. 8), suggesting that the significant differences in the peak SWS date 
estimated from different datasets in dry years may only have a subtle 
influence on water volume forecasts. 

4.2.2. Spatial distribution of pixel-wise peak SWE 
LRM-FSCA and LRM-baseline generally had a similar spatial pattern 

of pixel-wise peak SWE, with only slightly lower SWE estimated by LRM- 
FSCA in relatively low elevations (<~2500 m) (Fig. 10) and on the 
eastern slopes of the Sierra (Fig. 11). Because the DMFSCA well repre-
sented the difference between low elevations and eastern Sierra with 
relatively ephemeral snowpacks versus high elevations with consistent 
snow covers, LRM-FSCA likely decreased SWE errors for low elevations 
and eastern Sierra where LRM-baseline tended to overestimate SWE. The 
SWE patterns for SNODAS and NWM-SWE were considerably different 
relative to the two LRMs, with much lower peak SWE at high elevations 
(>~3500 m) and low elevations (<~2200 m) (Fig. 10). Relative to the 
two LRMs, SNODAS exhibited notably greater SWE at around 
2400–3300 m elevations. Interestingly, this relationship was reversed 
for the highest elevations above 3400 m where SNODAS SWE values 
were significantly lower than the two LRMs. 

While the average pixel-wise peak SWE over the middle to high el-
evations exhibited distinct differences, the influence of these differences 
on the range-wide SWS was relatively modest given the significantly 
smaller alpine area compared with the area of the low elevations 
(<~2500 m) in the Sierra (red dots in Fig. 10). This also explained the 
high SWS difference among datasets near peak snow accumulation 
period when low elevation SWE was relatively high (Fig. 8). A small 
difference in low elevation SWE can result in relatively large differences 
in SWS given the large low elevation land area. Additionally, both 

Fig. 7. Spatial distribution of SWE estimation errors for the four SWE datasets on one selected date near peak SWE date for each water year from 2013 through 2017. 
To fully display the inter-model differences in SWE errors, the SWE errors were normalized by the maximum absolute error on each comparison date of all four SWE 
datasets. The overall ranges of SWE errors are labeled on each date. The darker colors represent a higher magnitude of SWE errors. 
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SNODAS and NWM-SWE estimated much lower pixel-wise peak SWE 
than the LRMs for the eastern slopes of the Sierra and the low elevations 
of the western slopes of the Sierra (Fig. 11). NWM-SWE exhibited much 
lower SWE in majority regions compared with the other three datasets 
(Fig. 11). 

5. Discussion 

5.1. Comparison with existing SWE estimation methods 

In this study, we combine ground observations with remotely sensed 
data in a linear regression model (LRM) for real-time SWE estimation in 
the Sierra Nevada Caliofornia. A key strength of the LRM is its simplicity 
compared with physically-based snow models (e.g., SWE reconstruction 
models, SWE data assimilation, and SNODAS). We present LRM-FSCA as 
a marked improvement on the LRM-baseline, the basis of which is 
established in Schneider and Molotch (2016). We include the new var-
iable DMFSCA as an additional explanatory variable in the LRM given 
that DMFSCA describes the variability of snow cover over time that 
corresponds with the SWE accumulation and ablation processes. The 
results presented here indicate that including the satellite-observed 

DMFSCA as one additional predictor variable for the LRM has 
improved SWE estimation accuracy. This suggests that DMFSCA con-
tains important information for real-time SWE modeling. Additionally, 
we show the performance of LRM-FSCA and LRM-baseline are consid-
erably better than the operational SWE datasets (i.e., SNODAS and 
NWM-SWE). Hence, the real-time LRM SWE estimates have potentially 
crucial implications for practical water resource management. To give 
further context of the improved LRM-FSCA relative to other promising 
SWE estimation models represented in the literture, we compare our 
results with a few recently published studies in the text below. 

Schneider and Molotch (2016) estimated SWE distribution using a 
similar method as LRM-baseline. They reported a mean R2 value of 0.33 
in snow pillow cross-validation, which is 44% (0.26) lower than the 0.59 
reported here for LRM-FSCA, suggesting LRM-FSCA had a much 
improved performance. This is partly due to the higher density of the 
training samples (i.e., ~440 km2 per snow pillow SWE observation for 
this study versus ~700 km2 for Schneider and Molotch (2016)), and the 
higher accuracy of the historical SWE reanalysis data used in the Sierra 
Nevada than those used in the Rocky Mountains by Schneider and 
Molotch (2016) (Yang et al., 2018). The statistical model GLMNET used 
in this study also outperforms the original GLM model used by 

Fig. 9. Comparison of maximum SWS and the date of maximum SWS for the four SWE datasets across the Sierra. Subplots A and C show the 14-year time series of 
maximum SWS, and the date of maximum SWS is represented by the day of year (DOY). Their distributions are summarized in boxplots B and D, respectively. The 
median values of maximum SWS and the date of maximum SWS are labeled on the top of the boxplots. 

Fig. 8. 14-year interannual variability of SWS across the Sierra Nevada (WYs 2004-2017) . This comparison includes the extreme drought period from WYs 2012 to 
2016 in California, which is shaded by gray. 
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Schneider and Molotch (2016) in an environment with highly correlated 
independent variables given that GLMNET can adaptively choose a 
subset of the independent variables for a specific modeling date using 
the penalized maximum likelihood. Additionally, the differences in the 
patterns of winter snowfall precipitation between the maritime Sierra 
Nevada and the continental Rocky Mountains may also cause the 

differences in the model performance. The winter snowfall over the Si-
erra Nevada is strongly influenced by atmospheric rivers which often 
result in relatively uniform accumulation patterns across the Sierra 
Nevada (Ralph et al., 2004), while the snowfall over the larger Rocky 
Mountain domain studied by Schneider and Molotch (2016) is more 
complex spatially and is more significantly influenced by 

Fig. 11. The spatial distribution of 14-year average pixel-wise peak SWE for the four SWE datasets and their anomaly relative to the mean of the four SWE datasets 
during the overlap period of WYs 2004–2017 across the Sierra Nevada. 

Fig. 10. The elevational distribution of 14-year average pixel-wise peak SWE for the four SWE datasets. Each point represents the average pixel-wise peak SWE value 
over a 10 m elevation interval in the 14-year comparison period (y-axis on the left), with the shaded regions represent one standard deviation. The red dots represent 
the area for each 10 m elevation band (y-axis on the right) (For interpretation of the references to color in this figure legend, the reader is referred to the web version 
of this article.). 
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land-atmosphere interactions other than orographic processes (Ras-
mussen et al., 2011). 

Zheng et al. (2018) applied machine learning techniques to estimate 
SWE at the same 500-m resolution using observations from a dense 
wireless snow-depth sensor network and a physically-based SWE dataset 
(i.e., reconstructed SWE from Guan et al. (2013)). To get SWE at snow 
depth sensor locations, they applied the mean ratio of the co-located 
snow pillows and snow-depth sensors in the basin for average snow 
density. Even though the snow density shows much less spatial vari-
ability than snow depth (Painter et al., 2016; Sturm et al., 2010), using 
basin-average snow density may induce uncertainties for the final SWE 
estimation. Compared with our large-scale Sierra-wide SWE estimation, 
their SWE modeling is more explicit with a denser snow depth network 
(i.e., ~50 km2 per sensor over specific watersheds inluding American 
Basin and Merced-Tuolumne Basin compared with our ~440 km2 per 
site across the Sierra). They also evaluated their SWE estimates against 
the ASO SWE data in the upper TRB. Specifically, the average RMSE for 
their SWE estimation during the overlap period (i.e., April 1, 7, and 16, 
2016) was 15 cm, which is almost the same as we estimated for the 
LRM-FSCA (14 cm) on the same dates. They also had an average R2 value 
of 0.84, which is slightly lower than the reported 0.88 for LRM-FSCA on 
the same dates in our study. Although modeling SWE over the entire 
Sierra Nevada faces greater challenges given the significantly larger 
modeling domain and lower density of sampling sites, our SWE model 
has shown a similar performance compared with Zheng et al. (2018)’s 
SWE model. 

LRM-FSCA also compared favorably well with SWE reconstruction 
models developed in the Sierra Nevada (Guan et al., 2013; Bair et al., 
2016, 2018). Guan et al. (2013) reported an RMSE of 20.5 cm and 25.4 
cm for their reconstructed SWE and SNODAS, respectively, when eval-
uated with 20 snow surveys in the Sierra Nevada, showing a 19% (4.9 
cm) lower RMSE for their SWE reconstruction model than that for 
SNODAS. In this study, LRM-FSCA reported a 29% (6.3 cm) and 34% 
(5.0 cm) lower RMSE than SNODAS when compared with snow course 
SWE observations and ASO SWE, respectively. Although the evaluation 
datasets used by Guan et al. (2013) and this study are different, the 
relative improvements compared with SNODAS indicate that our 
LRM-FSCA is very likely to have a better performance than Guan et al. 
(2013)’s SWE reconstruction model. Bair et al. (2016) reported an 
average of 26.0% RMAE for their reconstructed SWE data when evalu-
ated by ASO SWE data over WYs 2013 to 2015, while LRM-FSCA re-
ported an average RMAE of 24.4% for the same period. Although our 
LRM-FSCA has a small negative bias (-1.9%), while the SWE estima-
tion of Bair et al. (2016) had 0% bias, the developed LRM-FSCA suggests 
a comparable accuracy with Bair et al. (2016)’s reconstruction model. 

5.2. Model limitations 

One limitation of the developed SWE modeling framework is that it 
heavily relies on ground SWE observations, whereas some other models 
can be used in regions without ground observations (Guan et al., 2013; 
Margulis et al., 2016; Rittger et al., 2016; Bair et al., 2018). As a 
statistically-based model, the number and the distribution of the snow 
pillow stations have significant impacts on model performance. Hence, 
the LRM shows relatively better performance from January through 
April when more stations are covered by snow, providing a better rep-
resentation of the overall SWE patterns across the Sierra. The model 
accuracy decreases in May and June as the number of snow pillows with 
zero SWE values increases. 

In addition to the lower representativeness of snow pillow SWE ob-
servations in the late snowmelt season compared with those in the early 
snow season, the discrepancy due to incompatible spatial support of 
snow pillow SWE versus grid-based SWE estimates is another reason for 
the lower accuracy of the LRMs in the late snow season, although we 
used FSCA to scale the point snow pillow SWE observations to grid-cell 
in the model. Notwithstanding, the absolute error of the LRM is 

relatively low given that only a small region is covered by snow in the 
late snowmelt season (Fig. 10). The influence of this deterioration in 
model performance during the late snow season has little impact on the 
estimation of the total snow water storage or snow water availability 
given that both SWE and snow-covered regions (i.e., high elevation re-
gions) are relatively low in the late snow season. 

Furthermore, the spatial representativeness of the SWE training 
samples may have an impact on the LRM’s accuracy. For example, snow 
pillow stations are typically located in small forest clearings and rela-
tively flat locations (Meromy et al., 2013), there are less snow pillows on 
the eastern side of the Sierra Nevada, and the elevation distribution of 
the snow pillow (Fig. 3) differs significantly from the elevation distri-
bution of the modeling domain across the Sierra (Fig. 10). Regions with 
less snow pillow coverage (e.g., high elevations in Fig. 5) are very likely 
to see a relatively lower accuracy in LRM SWE estimates. 

The uncertainties in the historical SWE reanalysis data and the FSCA 
data are not considered in this study. The historical SWE reanalysis 
provides an analogous SWE pattern from a historical date for the target 
simulation date (Table 1). The basis for the value in using the historical 
SWE reanalysis is that SWE patterns on the simulation date often show 
similarity to the SWE from analog dates in the past. Hence, we rely on 
this analog SWE pattern to improve the statistically-based SWE esti-
mation models (Schneider and Molotch, 2016). The accuracy of the 
historical SWE data has an important impact on the performance of the 
LRM given that the historical analog SWE distribution is the most 
informative predictor variable used in the LRM (Table 1). There are 
inherent uncertainties in choosing the best historical SWE reanalysis for 
the LRM. Herein we used snow pillow SWE observations on the target 
modeling date versus the historical date to inform the selection of the 
historical SWE date used in the LRM. Given the point-based nature of 
these snow pillow SWE observations, these data cannot fully capture the 
heterogeneity of the SWE distributions on the historical and target dates. 
However, for the historical SWE data selection, the snow pillow SWE 
observation is the only dataset we can rely on as the ‘truth’. 

The methods applied here are generally tranferable to other regions 
in which high-quality historical SWE data are available. For example, 
the SNSR SWE estimation model is generally applicable to different 
mountain locations across the world, but at the time of this writing the 
model has only been implemented in selected areas. Hence, high quality 
historical SWE data may not be available in other regions (e.g., the upper 
Colorado River Basin) and this may limit potential applications of the 
LRM based real-time SWE estimation method. In this context, other 
datasets with reasonably high accuracy SWE estimations, such as SWE 
recontructions from Guan et al. (2013), Rittger et al. (2016) and Bair 
et al. (2018) showing lower accuracy than SNSR but higher accuracy 
than statistically-based SWE regressions (Schneider and Molotch, 2016; 
Yang et al., 2018), could also be fed into the LRM. Future work is needed 
to investigate the influence of errors in different historical SWE data on 
the LRM SWE estimation accuracy. 

In this study, FSCA data were used to determine snow extent, to scale 
the snow pillow and snow coure SWE observations to better represent 
SWE over a 500-m modeling grid-cell, and to calculate DMFSCA for the 
LRM-FSCA simulations. The daily gap-filled FSCA from STC-MODSCAG 
we used in this study is one of the most advanced products, although the 
uncertainty of this dataset is not negligible given the technical chal-
lenges in addressing issues like cloud cover contamination, canopy 
cover, and the effect of wide view angles of MODIS imagery particularly 
over forested regions (Dozier et al., 2008; Bair et al., 2019; Rittger et al., 
2020). 

To reduce the impacts of uncertainties in the historical SWE data and 
FSCA data, we scaled the historical SWE data and DMFSCA to mean 
0 and standard deviation 1 so that only the patterns were ingested into 
the LRMs. Thus, the absolute values of the historical SWE data were not 
relevant to the LRM simulation on the target date. In other words, the 
performance of LRM will only be impacted by the relative SWE errors of 
the historical SWE data and the DMFSCA. As quantifying the 

K. Yang et al.                                                                                                                                                                                                                                    



Advances in Water Resources 160 (2022) 104075

15

uncertainties in FSCA data is beyond the scope of this study, we do not 
discuss the impacts of the uncertainties in the FSCA-scale snow pillow 
SWE measurements (i.e., the model training samples) on the model 
performance. 

6. Conclusion 

This study offers evidence that satellite-derived DMFSCA contains 
significant information for statistically-based SWE estimation in real- 
time. Comparing two LRMs, LRM-FSCA has a better overall perfor-
mance in SWE estimation than LRM-baseline. Both LRMs show high 
accuracy in the months January, February, and March, a slightly lower 
accuracy in April, and poor performance in May and June when there is 
less snow. Adding the DMFSCA improves LRM-FSCA median R2 value 
from 0.54 to 0.60 and reduces the median PBIAS from 2.6% to 2.2% 
when validated by the snow pillow SWE observations in cross- 
validation. LRM-FSCA also shows a similar improvement in R2 and 
PBIAS (from 0.81 to 0.87 and from 1.4% to 0.1%, respectively) in the 
snow course validation. The improvement of LRM-FSCA is less evident 
when validated by the ASO SWE data in the TRB. 85% of the ASO SWE 
variance is explained by the LRM-FSCA, with the median RMSE, RMAE, 
PBIAS values of 13.3 cm, 18.9% and -9.0%, which is comparable with 
LRM-baseline (0.86 R2, 13.8 cm RMSE, 19.0% RMAE, –7.4% PBIAS) in 
the evaluation using ASO SWE data (i.e., 23 ASO flight covering the WYs 
2013 through 2019) in the TRB. The SWE estimation errors for the LRMs 
exhibit similar patterns in the year-to-year comparison. The regions with 
higher errors are mostly found in the valleys, alpine regions, and dense 
forests. Both LRM-FSCA and LRM-baseline perform much better than 
SNODAS and NWM-SWE. NWM-SWE shows the lowest accuracy. The 
maximum snow water storage derived from all the four SWE datasets 
reveals a consistently high interannual variability, with a 35.2 Gt (139% 
of the 14-year mean) average difference between the driest year 2015 
and wettest year 2011 in the 14-year comparison period, indicating an 
intense fluctuation of drought and flood risks in California. The devel-
oped LRM-FSCA with daily satellite-derived information improves real- 
time SWE estimation, and it will benefit the reservoir regulations, the 
management of agricultural water use, and the risk assessment of nat-
ural hazards like snow drought and rain on snow floods. Using multi- 
source observations including remote sensing, ground-based observa-
tions, and the statistical-learning model, the developed real-time SWE 
estimation model has important implications for effective water man-
agement and water supply forecasting in California. 
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